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Self  Introduction
• 2010.8 - 2019.7 B.S. & Ph.D. in Tsinghua Univ.

• 2019.7 – now Senior Researcher in MSRA



Grand Unification Theory in Physics

• The Holy Grail in Physics



A Unification Story for AI

• The machine learning era
• a paradigm unification: learning from historical data and make future predictions

data prediction

Loss(prediction, label)
Learning algorithm

Models



A Unification Story for AI

• The machine learning era
• a paradigm unification: learning from historical data and make future predictions

• The deep learning era
• The unification of architecture: CNN, RNN, LSTM, Transformer

data prediction

Loss(prediction, label)
back-propagation



A Unification Story for AI

• What about models?

convolution
self-attention 

(Transformers)
graph networks



Model Evolution in NLP

Jürgen Schmidhuber

LSTM

1995

Baidu

Deep RNN

2014

Google

GRU

2014

CIFAR

RNN+attention

2015

Transformers 

(self-attention)

2017

Google Brain



Model Evolution in CV

Yann LeCun

Convolution

1989

LeNet, AlexNet, GoogleNet, VGG, ResNet …



Can NLP/CV share the same basic modules? 

• Why?
• Facilitate joint modeling of visual and textual signals

• Modeling knowledge from both domains can be more deeply shared

• Easy for industry to perform specific optimization

• Pursuing universality, which is beautiful itself



Can NLP/CV share the same basic modules? 

• Adapting convolution layers for NLP modeling

FAIR

ConvSeq2Seq

2017.5

Google Brain

Transformers

2017.6

FAIR

Dynamic

Convolution

2019.2 2019.4

Deformable

Convolution

MSRA

dominate

Convolution 

based

Transformer 

based



Can NLP/CV share the same basic modules? 

NLNet (FAIR)

2017.11

GCNet (MSRA)

LR-Net (MSRA)

SASA (Google)

2019.4 2020.5

DETR (FAIR)

RelationNet

(MSRA)

ViT (Google)

2020.10

RelationNet++ (MSRA)
self-attention Transformers

Swin Transformer

2021.03

2020.12

DeiT (FAIR)

• Adapting self-attention/Transformer layers for CV modeling



Transformers

Ashish Vaswani et al, Attention is all you need, NeurIPS’2017



Self-Attention Unit

• Transforms the word/token input feature by encoding its relationship with other words/tokens

• A weighted average of Value, where the weight is the normalized inner product of Query and Key

𝑤 𝐪𝑖 , 𝐤𝑗 ~𝑒𝑥𝑝 𝐪𝑖
𝑇𝐤𝑗

𝐲𝑖 = 

𝑗∈𝛺

𝑤(𝒒𝑖 , 𝐤𝑗) 𝐯𝑗

Inner Product

SoftMax

MatMul

𝑤

k vq
Linear Linear Linear

𝐱

𝐲

Input features

Output features

Input word features

Output word features



Self-Attention Unit: An Example

Figure Credit: http://fuyw.top/NLP_02_QANet/



Transformer Block

• Major Component
• Multi-head self-attention block

• Others are also necessary
• Positional encoding

• Layer Normalization

• Skip connection

• Feed Forward Networks



Can NLP/CV share the same basic modules? 

NLNet (FAIR)

2017.11

GCNet (MSRA)

LR-Net (MSRA)

SASA (Google)

2019.4 2020.5

DETR (FAIR)

RelationNet

(MSRA)

ViT (Google)

2020.10

RelationNet++ (MSRA)
self-attention Transformers

Swin Transformer

2021.03

2020.12

DeiT (FAIR)

• Adapting self-attention/Transformer layers for CV modeling



Visual Recognition Paradigm

backbone heads

“person”

various recognition tasks

(AlexNet, VGG, GoogleNet, ResNet ...)



An Object Detection Example

Image Feat 

Extraction

Region Feat 

Extraction
Region Head

convolution RoIAlign
Separate

object analysis

pixel-to-pixel object-to-pixel object-to-object



Relationship Modeling of Basic Visual Elements

RoIAlignConvolution

Variants

Self-attention Self-attention

None

Self-attention

pixel-to-pixel object-to-pixel object-to-object

our study timeline 



Object-to-Object Relation Modeling

• Object Detection
• RelationNet [CVPR’2018]

• Video Action Recognition
• Videos as Space-Time Region Graphs [ECCV’2018]

• Multi-Object Tracking
• Spatial-Temporal Relation Network [ICCV’2019]

• Video Object Detection
• RDN [ICCV’2019]

• MEGA [CVPR’2020]

object-to-object None Self-Attention



Object-to-Object Relation Modeling



Object-to-Object Relation Modeling

It is much easier to detect the glove if  we 

know there is a baseball player.



Object Relation Module

relation relation relation

concat

…

input

relation
output

(d-dim)

(d-dim)

Key Feature

✓Relative position

Han Hu*, Jiayuan Gu*, Zheng Zhang*, Jifeng Dai and Yichen Wei. Relation Networks for Object Detection. CVPR 2018



O
R

M

The First Fully End-to-End Object Detector

Learnable

duplicate removal

F
C

F
C

C
O

N
V
s

Joint instance 

recognition

O
R
M

O
R
M

ResNeXt-101 + FPN + DCN 45.0 45.9

Relation Networks

Han Hu*, Jiayuan Gu*, Zheng Zhang*, Jifeng Dai and Yichen Wei. Relation Networks for Object Detection. CVPR 2018



Multi-Object Tracking

Jiarui Xu, Yue Cao, Zheng Zhang, Han Hu. Spatial-Temporal Relation Networks for Multi-Object Tracking. ICCV 2019



Video Object Detection

Yihong Chen, Yue Cao, Han Hu, Liwei Wang. Memory Enhanced Global-Local Aggregation for Video Object Detection. CVPR 2020



Object-to-Pixel Relation Modeling

• Learn Region Features [ECCV’2018]

• Transformer Detector (DETR) [ECCV’2020]

• RelationNet++ [NeurIPS’2020]

object-to-pixel RoIAlign Self-Attention



Learnable Object-to-Pixel Relation

Geometric

Appearance

Image Feature to Region Feature

Jiayuan Gu et al. Learning Region Features for Object Detection. ECCV 2018



Pixel-to-Pixel Relation Modeling

pixel-to-pixel

Usage

✓Complement convolution

✓Replace convolution

Convolution

Variants
Self-Attention



Complement Convolution

• “Convolution is too local”

Figure credit: Van Den Oord et al.



Complement Convolution

• Non-Local Networks [Wang et al, CVPR’2018]

input

output

Inner Product

SoftMax

MatMul

𝑤

k vq

Linear Linear Linear

𝐱

𝐲

non-local block



The Degeneration Problem (2019)

• Expectation of Ideally Learnt Relation
• Different queries affected by different key

KeyQuery

Yue Cao, Jiarui Xu et al. GCNet: Non-local Networks Meet Squeeze-Excitation Networks and Beyond. ICCVW’2019, TPAMI’2020



The Degeneration Problem (2019)

• What does the Self-Attention Learn? 
• Different queries affected by the same keys

KeyQuery

Yue Cao, Jiarui Xu et al. GCNet: Non-local Networks Meet Squeeze-Excitation Networks and Beyond. ICCVW’2019, TPAMI’2020



Visualizations on Real Tasks

• indicates the query point

• The activation map for different queries are similar

• The self-attention model degenerates to a unary model

Semantic SegmentationObject Detection

[GCNet, ICCVW’2019 & TPAMI’2020] 

https://arxiv.org/pdf/1904.11492.pdf

https://arxiv.org/pdf/1904.11492.pdf


GCNet: Explicitly Use the Same Attention Map

Non-Local Block Simplification

FLOPs

model size

accuracy (mAP)

9.3G

2.1M

38.0

5.0M

1.0M

38.1

4.0M

0.1M

38.1

Global Context Block Reduction

2,300x

20x

unchanged



COCO Object Detection Results

• Baseline: Mask R-CNN + ResNet-50 + FPN

method AP (bbox) AP (mask) #param FLOPs

baseline 37.2 33.8 44.4M 279.4G

NL-Net 38.0 34.7 46.5M 288.7G

SE-Net 38.2 34.7 46.9M 279.5G

GC-Net (1 layer) 38.1 34.9 44.5M 279.4G

GC-Net (all layers) 39.4 35.7 46.9M 279.6G

+2.2 mAP +1.9 mAP

with little computation and model size overhead!

Yue Cao, Jiarui Xu et al. GCNet: Non-local Networks Meet Squeeze-Excitation Networks and Beyond. ICCVW’2019, TPAMI 2020



DNL: How to Effectively Model Pairwise Relationship?

• Disentangled design (ECCV’2020)

Minghao Yin, Zhuliang Yao, Yue Cao et al. Disentangled Non-Local Neural Networks. ECCV’2020



DNL: How to Effectively Model Pairwise?

• Disentangled design (ECCV’2020)

Minghao Yin, Zhuliang Yao, Yue Cao et al. Disentangled Non-Local Neural Networks. ECCV’2020

Cityscapes

method backbone mIoU(%)

Deeplab v3 ResNet101 81.3

OCNet ResNet101 81.7

Self-Attention ResNet101 80.8

Ours ResNet101 82.0

HRNet HRNetV2-W48 81.9

Self-Attention HRNetV2-W48 82.5

Ours HRNetV2-W48 83.0

method backbone mIoU(%)

ANN ResNet101 52.8

EMANet ResNet101 53,1

Self-Attention ResNet101 50.3

Ours ResNet101 53.7

HRNet v2 HRNetV2-W48 54.0

Self-Attention HRNetV2-W48 54.2

Ours HRNetV2-W48 55.3

ADE20K

method mAPbbox mAPmask

Baseline 38.8 35.1

Self-Attention 40.1 36.0

Ours 41.4 37.3

method Top-1 Acc Top-5 Acc

Baseline 74.9 91.9

Self-Attention 75.9 92.2

Ours 76.3 92.7

Kinetics-400

COCO



Replace Convolution

ResNet LR-Net

Han Hu, Zheng Zhang, Zhenda Xie and Stephen Lin. Local Relation Networks for Visual Recognition. ICCV 2019

(3 channels)(1 channel)

vs. 

Local relation layer convolution layer

Fixed filtersAdaptive filters

q …



Classification on ImageNet (26 Layers)

70

72

74

76

3x3 5x5 7x7 9x9

Kernel Size

top-1 acc (%)

ResNet LR-Net (ours)

Best

Best

+2.7%

Han Hu, Zheng Zhang, Zhenda Xie and Stephen Lin. Local Relation Networks for Visual Recognition. ICCV 2019



But … slow in real computation

• Because different queries use different key sets

q …

the key set for q

the key set for q’

q’ …



Stand-alone Self-attention (SASA)

Prajit Ramachandran et al. Stand-Alone Self-Attention in Vision Models. NeurIPS 2019



Self-attention Networks(SAN)

Robustness

Hengshuang Zhao et al. Exploring Self-attention for Image Recognition. CVPR 2020



Can NLP/CV share the same basic modules? 

NLNet (FAIR)

2017.11

GCNet (MSRA)

LR-Net (MSRA)

SASA (Google)

2019.4 2020.5

DETR (FAIR)

RelationNet

(MSRA)

ViT (Google)

2020.10

DeformDETR (Sensetime)
self-attention Transformers

Swin Transformer

(MSRA)

2021.03

2020.12

DeiT (FAIR)

• Adapting self-attention/Transformer layers for CV modeling

RelationNet++ (MSRA)



Relationship Modeling of Basic Visual Elements

RoIAlign, 

Self-att

Convolution

Variants, Self-att

Transformer

(ViT, DeiT

Swin Transformer,

CvT, PVT, T2T-

ViT, Twins, 

CSwin …)

Transformer

(DETR, Deformable 

DETR, Cond DETR, 

Pix2Seq …)

Self-att

pixel-to-pixel object-to-pixel object-to-object



Transformer Detectors (DETR)

Nicolas Carion et al. End-to-End Object Detection with Transformers. ECCV 2020

Implicitly learnt



Deformable Transformer Detectors

Xizhou Zhu et al. Deformable DETR: Deformable Transformers for end-to-end object detection. ICLR 2021

• global att -> deformable att



Pix2Seq

Ting Chen, Geoffrey Hinton et al. Pix2Seq: A Language Modeling Framework for Object Detection. Arxiv 2021



Relationship Modeling of Basic Visual Elements

RoIAlign, 

Self-att

Convolution

Variants, Self-att

Transformer

(ViT, DeiT

Swin Transformer,

CvT, PVT, DPT, 

T2T-ViT, Twins, 

Cswin …)

Transformer

(DETR, Deformable 

DETR, Cond DETR, 

PixSeq …)

Self-att

pixel-to-pixel object-to-pixel object-to-object



Vision Transformer (ViT)

Alexey Dosovitskiy et al. An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale. ICLR’ 2021

GiF Credit: https://github.com/lucidrains/vit-pytorch

• by Google Brain (2020.10)

Model FLOPs Speed (TPU)

R50 4.3G ~2100 im/s

ViT-B/32 4.3G ~3000 im/s

Even with +50% speed-up due to 

shared a key set (globally) for all queries



Image Classification on

CNN 

backbones

Transformer 

backbones



Swin Transformer =

• Transformer
• Strong modeling power

• + good priors for visual 
modeling
• Hierarchy

• Locality 

• Translational invariance

Computation scope

of self-attention

Patch/Feature bin

Transformer (ViT)

16×

16×

16×

classification

segmentation

detection …

Swin Transformer

classification

4×

8×

16×

Ze Liu, Yutong Lin, Yue Cao, Han Hu et al. Swin Transformer: Hierarchical Vision Transformer using Shifted Windows. ICCV 2021



Hierarchy

• Processing objects of different scales

segmentation

detection …classification

4×

8×

16×

Computation scope

of self-attention

Patch/Feature bin



Locality by non-overlapped windows

• Proves beneficial in modeling the high correlation in visual signals (Yann LeCun)

• Linear complexity with increasing image resolution: from O(n2) to O(n) 

ViT: 2562=65536 (Global) Swin Transformer: 16x162=4096 (Local)

16x less 

computation



Locality by non-overlapped windows

• Compared to sliding window (LR-Net)
• Shared key set enables friendly memory access and is thus good for speed 

(larger than 3x)

q …

q’ …

the key set for q

the key set for q’

shared key set for q and q’

q

q’

sliding window (LR-Net) Non-overlapped window (Swin Transformer)



Shifted non-overlapped windows

• Enable cross-window connection
• Non-overlapped windows will result in no connection between windows

• Performs as effective or even slightly better than the sliding window approach, 
due to regularization effects



Translational semi-invariance

• Relative position bias plays a more important role in vision than in NLP

semi-invariance is as effective as full-invariance in our experiments

q

q‘

Pseudo windows to induce 

translation invariance

Shared partial windows



Architecture instantiations

• Resolution of each stage is set similar as ResNet, to facilitate 
application to down-stream tasks



Application: object detection

• COCO object detection: #1 for single model (61.3 mAP)
• Significantly surpass all previous CNN models (+5.3 mAP vs. Google’s EfficientDet at CVPR21)

• COCO instance segmentation: #1 for single model (53.0 mAP)
• Significantly surpass all previous CNN models (+3.9 mAP vs. Google’s EfficientDet at CVPR21)



Application: object detection

• Performs consistently better than CNN on various object detectors 
and various model sizes (+3~4.5 mAP)

+4.2

+3.7

+3.5

+3.4

+4.2

+3.7

+3.6



Application: semantic segmentation

• ADE20K semantic segmentation: #1 for single model (57.0 mIoU) with Swin-H
• The largest and most difficult semantic segmentation benchmark

• 20,000 training images, 150 categories

• Significantly surpass all previous models (+8.6 mIoU vs. the previous best CNN model)



3rd-party application: medical image segmentation

https://arxiv.org/abs/2105.05537

https://arxiv.org/abs/2105.05537


3rd-party application: Image Restoration (SwinIR)

Jingyun Liang, Jiezhang Cao et al. SwinIR: Image Restoration Using Swin Transformer, Arxiv 2021



3rd-party application: Person Re-ID

Methods Rank@1 mAP

ResNet-50 88.84% 71.59%

ResNet-50 (all tricks+Circle) 92.13% 79.84%

ResNet-50 (all tricks+Circle+DG) 92.13% 80.13%

Swin 92.73% 79.71%

Swin (all tricks+Circle) 93.65% 83.65%

Swin (all tricks+Circle+b16) 93.91% 85.17%

Swin (all tricks+Circle+b16+DG) 94.00% 85.36%

https://github.com/layumi/Person_reID_baseline_pytorch



Application: self-supervised learning (MoBY)

Zhenda Xie, Yutong Lin et al. Self-supervised Learning with Swin Transformers, Arxiv 2021



Application: self-supervised learning (EsViT)

Chunyuan Li, Jianwei Yang et al. Efficient Self-supervised Vision Transformers for Representation Learning, Arxiv 2021



Application: video recognition

An image

224x224

14x14

(14x14)^2

A video

224x224x8

14x14x8

(14x14x8)^2

# pixels

# tokens

Complexity (global att)

8 x

8 x

64 x

Too expensive!



How to approximate Global Self-Attention?

Spatial-only Attention

T × (H × W)2

input: T × H × W = 8 × 8 × 8

Global Attention: (T × H × W)2

+

Temporal-only Attention

(T)2× H × W

Spatial-Temporal Local Attention

T × H × W × Kt × Ks × Ks

2D/3D window to

perform self-attention

ViViT (Google)

Timesformer (FAIR)

……
=

Video Swin Transformer=



Video Swin Transformer

• 2D Locality -> 3D Locality

• Keep Hierarchy & Translation Semi-invariance

Ze Liu, Jia Ning, Yue Cao et al. Video Swin Transformer, Arxiv 2021



Video Swin Transformer



Experiments

• Swin Transformer achieves SOTA on major video benchmarks with 

20x less pre-training data and 3x smaller model size

+3.6% using the same pre-training data

+2.9% using the same pre-training data

+1.9% using the same pre-training data



Resources

Paper Code

https://github.com/microsoft/Swin-Transformer

Already Got 4.6k stars and >200 citations!

ICCV 2021 Oral Presentation

https://github.com/microsoft/Swin-Transformer


Relationship Modeling of Basic Visual Elements

RoIAlignConvolution

Variants

Self-attention Self-attention

None

Self-attention

pixel-to-pixel object-to-pixel object-to-object

Transformer Transformer Transformer



Transformers: General Relationship Modeling

• Visual elements
• Pixel-to-pixel

• Pixel-to-object

• Object-to-object

• Multi-modality
• Visual token (patches/objects/pixels) & language token (words)

• Point clouds
• Points in point clouds



Tokens from multiple modalities



Multi-Modality Learning

• Humans routinely perform tasks which always involve multiple 
modalities. Every time you ask someone to imagine a scene, or 
describe what you're seeing, you're performing a task bridging both 
linguistic and visual representation.

• But the interaction between language and vision, despite seeing 
traction as of late, is still largely unexplored.



What is visual-linguistic task?

• Visual-linguistic tasks are related to the systems that can demonstrate 
their visual understanding by generating or responding to natural 
language in the context of images and videos.

Visual Question Answering

Visual-linguistic understanding

Image Captioning

Visual-linguistic generation

Visual Commonsense Reasoning

Visual-linguistic reasoning



Common Need

78

• Better align visual and linguistic clues, which is the main and 
common need for all visual-linguistic tasks



VL-BERT

79



VL-BERT

80



81

Method
Pre-training 

Data

Visual Question 
Answering

Referred Expression 
Comprehension

Image-Text 
Retrieval

Visual Commonsense 
Reasoning

Test-dev 
Acc

Test-std 
Acc

Labeled 
Regions 

Acc

Detected 
Regions

Acc

Text-to-
Image

Recall@1

Image-
to-Text

Recall@1

Q -> A 
Acc

QA -> R 
Acc

Q -> AR 
Acc

DFAF
(Gao et al., 2018)

- 70.22 70.34 - - - - - - -

MAttNet
(Yu et al., 2018)

- - - 75.13 71.62 - - - - -

Concept Graph
(Shi et al., 2019)

- - - - - 61.4 76.6 - - -

R2C
(Zellers et al., 2019)

- - - - - - - 65.1 67.3 44.0

ViLBERT
(Lu et al., 2019)

CC 70.55 70.92 - 78.52 - - 73.3 74.6 54.8

VisualBERT
(Li et al., 2019b)

COCO 70.80 71.00 - - - - 71.6 73.2 52.4

B2T2
(Alberti et al., 2019)

CC - - - - - - 72.6 75.7 55.0

VL-BERT
(Su et al., 2020)

CC 71.79 72.22 83.62 78.57 69.1 85.4 75.8 78.4 59.7

Weijie Su, Xizhou Zhu, Yue Cao, Bin Li, Lewei Lu, Furu Wei, Jifeng Dai. VL-BERT: Pre-training of Generic Visual-Linguistic Representations. ICLR 2020.

UNITER
(Chen et al., 2020)

CC+COCO+VG
+SBU

73.24 73.40 85.87 81.37 77.5 88.2 77.3 80.8 62.8



Dual-tower Visual-linguistic Model (CLIP)

Alec Radford, Jong Wook Kim et al. Learning Transferable Visual Modes From Natural Language Supervision. ICML 2021.



Transformers: General Relationship Modeling

• Visual elements
• Pixel-to-pixel

• Pixel-to-object

• Object-to-object

• Multi-modality
• Visual token (patches/objects/pixels) & language token (words)

• Point clouds
• Points in point clouds



Point Cloud

Lidar

Depth Sensor

Autonomous Driving

Robot Navigation 

Augmented Reality

Background



Local Aggregation

Operator

2D Image

3D Point Cloud

Convolution

Background



𝐺 Δ𝑝𝑖𝑗 , 𝑓𝑗 = Concat Δ𝑥𝑖𝑗𝑓𝑗
0; Δ𝑦𝑖𝑗𝑓𝑗

1; Δ𝑧𝑖𝑗𝑓𝑗
2

Position Pooling

Ze Liu, Han Hu, Yue Cao et al. A Closer Look at Local Aggregation Operators in Point Cloud Analysis, ECCV 2020



Point Transformer

Hengshuang Zhao, Li Jiang et al. Point Transformer, Arxiv 2020

ModelNet40

S3DIS

ShapeNetPart



3D Object Detection with Transformers

Ze Liu, Zheng Zhang, Yue Cao et al. Group-Free 3D Object Detection via Transformers, ICCV 2021
Misra Ishan et al. An End-to-End Transformer Model for 3D Object Detection, ICCV 2021

Method
ScanNetV2 SUN RGB-D

AP25 AP50 AP25 AP50

BoxNet 49.0 21.1 52.4 25.1

3DETR (ICCV21) 62.7 37.5 58.0 30.3

VoteNet (ICCV19) 60.4 37.5 58.3 33.4

3DETR-m (ICCV21) 65.0 47.0 59.1 32.7

H3DNet (ECCV20) 67.2 48.1 60.1 39.0

GFTrans (ICCV21) 69.1 52.8 63.0 45.2



Summary: The trend of Transformer

• Visual elements
• Pixel-to-pixel

• Pixel-to-object

• Object-to-object

• Multi-modality
• Visual token (patches/objects/pixels) & language token (words)

• Point clouds
• Points in point clouds



The trend of Transformer

Credit to: Salman Khan et al. Transformers in Vision: A Survey. Arxiv 2021



Why Transformer?

• Three merits to use Transformer vs. CNNs
• Merit I: General modeling capability

• Merit II: More powerful modeling capability

• Merit III: Scaling to large model and large data

Transformer (2017.5)



Three merits to use Transformer

• Merit I: General modeling capability
• All concepts (concrete or abstract) and relationships can be modeled

pixel-to-pixel object-to-pixel object-to-object

𝒗𝒊



Three merits to use Transformer

• Merit I: General modeling capability
• All concepts (concrete or abstract) and relationships can be modeled

• Perceiver-IO: A general architecture for structured inputs & outputs



• Merit II: More powerful modeling
• “Convolution is too local!” -> larger receptive field with lower computation

• “Convolution is exponentially inefficient! “ -> adaptive computation

Three merits to use Transformer

Figure credit: Van Den Oord et al. (3 channels)(1 channel)

vs. 

Transformer layer convolution layer

fixed

filters
adaptive

filters



Three merits to use Transformer

• Merit III: Scaling to large model and large data



Why Transformer?

• Three merits to use Transformer vs. CNNs
• Merit I: General modeling capability

• Merit II: More powerful modeling capability

• Merit III: Scaling to large model and large data

Transformer (2017.5)



What is next?

• The machine learning era
• a paradigm unification: learning from historical data and make future predictions

• The deep learning era
• The unification of architecture: CNN, RNN, LSTM -> Transformer

• The universal model era?
• The unification of model itself: ONE model for multimodal input and multi tasks

The new era just begins, and there is a long road in the front



Thanks All!
Q & A


