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LeCun’s Cake Analogy



Why is it so important?

• Baby learns how the world works primarily by observation

• Unlimited data without annotations could be utilized

Credit by Yann LeCun



Fine-tuning

• Question Answering (SQuAD)
• Commonsense Reasoning (SWAG)
• Text Summarization
• Sentiment Classification
• ……

Self-supervised Pre-training with Masked 
Language Modeling

Pre-training paradigm of NLP



Fine-tuning

Semantic Segmentation

Object Detection

Fine-grained Image 
Classification

Supervised classification on ImageNet-1K
as pre-training 

Pre-training paradigm of CV



Explorations of Self-supervised Learning in Vision
Credit by Andrew Zisserman



Milestone

Facebook AI 

Research

MoCo

2019.11

• 在7个下游任务上，自监督预

训练首次超越有监督预训练

• Self-supervised Pre-training + Fine-tuning
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Google Brain
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Generative Pre-training



Masked Image Modeling

• Could MIM be simple but effective?

• How and where does MIM pretraining work?

• Could MIM benefit from larger-scale data?

Task: Predict the masked area



Masked Image Modeling

• Could MIM be simple but effective?

• SimMIM: A Simple Framework for Masked Image Modeling, CVPR 2022

• How and where does MIM work?

• Revealing the Dark Secrets of Masked Image Modeling, Arxiv 2022

• Could MIM benefit from larger-scale data?

• On Data Scaling in Masked Image Modeling, Arxiv 2022



SimMIM: A Simple Framework on MIM

Encoder

Decoder

Prediction 
targets

Masking
strategy



SimMIM: A Simple Framework on MIM

(a) Masking strategy: Random masking with relatively large patch size (e.g., 32x32)

(b) Prediction heads: An extremely lightweight prediction head (e.g., a linear layer)

(c) Prediction targets: A simple raw pixel regression task

(d) Encoder architectures: ViT, Swin and ResNet could all benefit from SimMIM

Encoder
(e.g., ViT, Swin)

One-layer Prediction Head

ℓ1 loss

Random
mask



Ablation: Masking Strategy

Raw 
image

Square 
(32)

Block-wise 
(16)

Random 
(8)

Random
(16)

Random
(32)

(a) Masking strategy

(b) Prediction heads

(c) Prediction targets

(d) Encoder types 

• A simple random masking works well

• Large patch size/High mask rate matters
• Visual signals are redundant spatially and exhibit 

strong locality



Ablation: Prediction Heads

(a) Masking strategy

(b) Prediction heads

(c) Prediction targets

(d) Encoder types  

• An extremely lightweight prediction head (e.g., a linear layer) 

achieves similarly or slightly better performance than that of 

heavier prediction heads



Ablation: Prediction Targets

(a) Masking strategy

(b) Prediction heads

(c) Prediction targets 

(d) Encoder types 

• A simple raw pixel regression task performs 

no worse than the specialized classification 

approaches, such as tokenization (BEiT), 

clustering (iGPT), or discretization (ViT)

• The visual signal is continuous in nature



Ablation: Encoder

+0.6

ResNet-50x4
Input
Size

Fine-tuning
top-1 acc

Sup. baseline 224 80.7

Ours 224 81.6

+0.9

(a) Masking strategy

(b) Prediction heads

(c) Prediction targets 

(d) Encoder types 

• ViT, Swin and ResNet could all benefit from SimMIM



System-level Comparison
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Averaged Distance



Visualizations



Masked Image Modeling

• Could MIM be simple but effective?

• SimMIM: A Simple Framework for Masked Image Modeling, CVPR 2022

• How and where does MIM work?

• Revealing the Dark Secrets of Masked Image Modeling, Arxiv 2022

• Could MIM benefit from larger-scale data?

• On Data Scaling in Masked Image Modeling, Arxiv 2022



Understanding MIM

• Visualizations

• Local attention or global attention?

• Diverse attention heads or not?

• Do features are different across layers?

• Experiments

• Semantic understanding tasks

• Geometric and motion tasks

• Combined tasks



Understanding MIM: A Visualization Perspective

Local Attention v.s. Global Attention (ViT-B)



Understanding MIM: A Visualization Perspective

Local Attention v.s. Global Attention (Swin-B)



Understanding MIM: A Visualization Perspective

Could MIM benefit large-kernel ConvNets?

+1.9



Understanding MIM: A Visualization Perspective

Diverse attention heads or not? (ViT-B)



Understanding MIM: A Visualization Perspective

Diverse attention heads or not?(Swin-B)



Understanding MIM: A Visualization Perspective

Less diversity on attention heads would harm the downstream performance.



Understanding MIM: A Visualization Perspective

ViT-B

Swin-B

The difference on 

features across layers

(via CKA)



Understanding MIM

• Visualizations

• Local attention or global attention?

• Diverse attention heads or not?

• Do features are different across layers?

• Experiments

• Semantic understanding tasks

• Geometric and motion tasks

• Combined tasks



Understanding MIM : An Experimental Perspective

Semantic Understanding Tasks



Understanding MIM : An Experimental Perspective

Geometric and Motion Tasks

+2.4

+0.9 +0.043 +0.6



Understanding MIM : An Experimental Perspective

Combined Tasks: object detection & semantic segmentation



Masked Image Modeling

• Could MIM be simple but effective?

• SimMIM: A Simple Framework for Masked Image Modeling, CVPR 2022

• How and where does MIM work?

• Revealing the Dark Secrets of Masked Image Modeling, Arxiv 2022

• Could MIM benefit from larger-scale data?

• On Data Scaling in Masked Image Modeling, Arxiv 2022



Data Scaling of MIM: Setup

Architecture Specifications

Dataset Specifications



Data Scaling of MIM: Experiments

Masked image modeling remains demanding for large datasets



Data Scaling of MIM: Experiments

• Training length matters: less overfitting with 125k iterations

• Large models can benefit from more data at a longer training length

20% ImageNet 1K 100% ImageNet 1K



Data Scaling of MIM: Experiments

• This observation is kept across tasks
• COCO Object Det. & iNaturalist 2018 Cls. & ADE-20K Semantic Seg.



Data Scaling of MIM: Correlation Analysis

The validation loss is a good proxy metric of the fine-tuning performance



Data Scaling of MIM: Visualizations

Training Set Validation Set



Takeaway

• Approach: A Simple but effective MIM framework (SimMIM)

• Understanding: How and where MIM works

• Data scaling: MIM could still benefit from larger dataset

• -> Task convergence between CV and NLP

Masked Signal Prediction



Thanks All!
Q & A


